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Abstract. In this paper, we present the synthesis of an optimal
conflict-free schedule in terms of performance of the sub matrices
in the connection matrix of a scheduling algorithm with diagonal
activations of joint sub-switching matrices for a crossbar switch
node. The algorithm was recently proved to be optimal with
respect performance. Here, we have made a comparison of this
algorithm with two other algorithms in terms of needed memory
and complex performance.

Introduction

The traffic via Crossbar switching nodes is casual and
depends on the users. The formulation of a conflict issue
during operation of the switching nodes is as follows. The
dimensions of switches in the switching nodes are N x N,
where N sources of packet massages are connected to N
receivers via the switches of the switching node. The traffic
is random by nature and conflicts are available in the fol-
lowing two cases:

• When one source of message requests communica-
tion to two or more message receivers.

• When one message receiver receives communica-
tion requests from two or more message sources.

The evasion of conflicts is directly related to the
switching node performance. The status of the switch of
the switching node is represented with the so called con-
nection matrix. For N x N dimensional switch the dimension

of the connection matrix T is N x N also, where every
element Tij = 1 if the connection request from i- source to
j- receiver exists. In the opposite case Tij = 0.

A conflict situation arises if any row of the connec-
tion matrix has more than a single 1, which corresponds to
the case when one source requests a connection with more
than one receiver. The presence of more than a single 1 in
any column of the matrix T also indicates a conflict situa-
tion, it means that two or more sources have requested a
connection with the same receiver.[1,7,8,9].

The scheduling algorithm with diagonal activations of
joint sub-switching matrices (ADAJS) was examined in [1]
and proved to be optimal with respect to the overall perfor-
mance and necessary memory by means of analyzing and
comparing fourteen different algorithms for design of a non-
conflict schedule.

In this study, our aim is to  synthesize a conflict-free
schedule which is optimal with respect to the performance
of the sub matrices entering into the connections matrix
used in the algorithm ADAJS.

Description of the Algorithm

The connections matrix T with N x N size, where N is
an integer being a degree of two, is divided into sub-
matrices (S) with dimension n x n, (n also is a degree of
two), i.e:

T = [ S i j ] ,  i = 1 n, j = 1¸ n
The sets of sub matrices located along the main di-

agonal are processed simultaneously in each of the diago-
nals. For sub matrices in diagonals parallel to the main one,
the principle of reconciliation is used [2].

The idea of synthesis of the algorithm ADAJS is
based on the knowledge that the diagonal sub matrices with
requests for service in the matrix T are non-conflict in the
diagonal where they are located. There are diagonals with
sub matrices of requests that are non-conflict to one
another. Figure 1 shows joint couples of non-conflict
diagonals with sub matrices of requests for service and the
main diagonal of sub matrices that can not be jointed with
anyone else [2].The whole process of the implementation of
ADAJS algorithm for obtaining a non-conflict schedule is
divided into steps. The first step refers to the main diagonal
sub matrices processed simultaneously and without
conflict. The next steps are related to the reconciliation of
the diagonals parallel to the main diagonal by pairs
(figure 1) [3].
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The analytical description of the steps shown in
figure 1 is as follows:

Step1:  Activation of sub matrices S11 , S22 ,  S33 ,  S44
Step3: Activation of sub matrices   S21,  S32 , S43 ,  S14
Step2: Activation of sub matrices S41 ,  S12 , S23 , S34
Step4: Activation of sub matrices S31,  S42 , S13,   S24

T = [ S i j ] ,  i = 1 ÷ 4, j = 1 ÷ 4
The size (n) of the sub matrix determines the number

of steps ( I ) as follows:
(1) I = N/n

for N = const., I = f (n), where 1<n ≤ N / 2.

Optimal Performance Algorithm
for Non-conflict Scheduling
in Sub Matrices

The optimal size of the sub matrices for different sizes
N is determined by the minimum processing time. A clear
minimum of the operating time (TW) is seen when n = 4  for
N = 128, 256, 512, 1024 and  2048. It can be concluded that
for size N up to 2048, the optimal sub matrix size is
n opt = 4 [4].

Two algorithms are used to obtain conflict-free sched-
ule in the sub matrices in the ADAJS algorithm:

Algorithm with joint diagonals activations (AJDA) [5].
Algorithm by diagonal connectivity matrix activation

      (ADA) [6].
Typical for both algorithms is that they admit zero

solutions, which reduces their performance.
In the new synthesized algorithm AOP (Algorithm for

Optimal Performance) the joint diagonals are used again but
with a periodical check is performed for depletion of re-
quests. Furthermore, an initial check is done whether the
sub matrix is not zero.

Another characteristic of the new algorithm is that it
is checked for the presence of requests for service in the
diagonal perpendicular to the main diagonal. Thus the check
for requests includes joint diagonals parallel and perpen-
dicular to the main one.

On figure 2 we have illustrated the main diagonal, the

perpendicular to the main diagonal and the jointed pairs of
diagonals parallel to them.

The new algorithm AOP was implemented using the
MATLAB software system. The software model SMAOP,
describing the AOP algorithm in the MATLAB environ-
ment is given on figure 4.

Software Models Performance

A software models performance (P) is defined as a
ratio of the non- nil resolutions to the total number of the
solutions. R(v) is the set of the nil solutions, R(w)  is the
set of the non-nil solutions, and R is a set of the all solu-
tions[1].

(2)   R=R(v)+R(w);

(3)   P=(R(w)/R).100[%].
From formula 3 it is seen that when the nil solutions

R(v) vanish to nil, then the performance P tends
to 100% [1].

Figure 3 presents typical input matrices where for
completeness we have added the zero and unit matrices.

Figure 2

Figure 3

Table 1 presents the results of studying the perfor-
mance of three algorithms: the algorithm AJDA implemented
by its software model SMAJDA, the algorithm ADA imple-
mented by its software model SMADA and the algorithm
AOP implemented by its software model SMAOP.

In the software model of figure 4, we first check that
the input submatrix T is not zero. The main diagonal of
queries is selected and the available ones are activated. It
is currently checking that the total number of requests is
exhausted. If there are unrealized queries, the perpendicular
to the main diagonal of queries is selected. After activation,
they are checked again if there are unrealized queries. The
presence of unrealized queries results in the activation of
the query diagonals parallel to the main diagonal and per-
pendicular diagonal. Verification for unrealized queries is
ongoing until the queries are fully exhausted.

From table 1 it is seen that for zero input matrix (1G)
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A Comparison of SMAOP
with SMAJDA and SMADA
with Respect to Speed of Execution
and Needed Memory

We have established that algorithm SMAOP is opti-
mal with respect to the performance, which is defined as the
ratio of the number of nonzero solutions and the number of
all solutions  (P=(R(w)/R).100[%] ). Here, our purpose is to
study the behavior of SMAOP with respect to the speed of
execution and needed memory as compared to algorithms
SMAJDA and SMADA.

It is shown in [3] that the optimal size of sub matrices
is n opt. = 4 which implies that the execution time of a
program model is less than a second. In order to achieve a
higher precision in measuring the speed of execution we
applied an approach of multiple cyclic execution of each
program model. The obtained results are divided by the
number of performed cycles and thus an averaged execu-
tion time of the respective program model is obtained.

Table 2 presents the results of the research for 1000
repetitions. The table lists calculated values of the perfor-
mance in a single execution of the corresponding software
model.

It is seen that SMAJDA is the fastest algorithm and
SMAOP is the slowest. In addition, SMAOP requires 2.35
times more memory than SMAJDA.

 tic;T = randsrc(4,4,[0,1]) 
G = sparse(T) 
%check for zero input sub matrix. 
s = 0  
for c = T 
    s = s + sum(c) 
end 
if s ~= 0 
M = eye(4) 
N = sparse(M) 
U = G.*N 
T1 = T - U 
% is there more requests for service. 
s1 = 0 
for c1 = T1 
    s1 = s1 + sum(c1) 
end 
if s1 ~= 0 % if  s1 is nonzero. 
Y = [0 0 0 1; 0 0 1 0; 0 1 0 0; 1 0 0 0] 
H = sparse(Y) 
L = G.*H 
T2 = T1 - L 
%  is there more requests for service. 
s2 = 0 
for c2 = T2 
    s2 = s2 + sum(c2) 
end 
if s2 ~= 0  % if  s2  is nonzero. 
 R1 = [0 1 0 0; 1 0 0 0; 0 0 0 1; 0 0 1 0] 
R2 = [0 0 1 0; 0 0 0 1; 1 0 0 0; 0 1 0 0] 
J = G.*R1 
T3 = T2 - J 
%  is there more requests for service.  
s3 = 0 
for  c3 = T3 
    s3 = s3 + sum(c3) 
end 
if s3 ~= 0 % if  s3  is nonzero. 
K = G.*R2 
end 
end 
end 
end 
toc 

Figure 4. Software model SMAOP

 

P[%] 1G 2G 3G 4G 5G 6G 7G 
SMAJDA     0     6,66   20   80   80   53,3 100 
SMADA     0     6,66   20   80   80 100 100 
SMAOP 100 100 100 100 100 100 100 

Table 1. Performance of algorithms SMAJDA, SMADA
and SMAOP

SMAOP has 100% performance and this is because the zero
input is not processed. At the same time   all the solutions
of SMAJDA and SMADA are zero. Also, the results in
table 1 indicate that only SMAOP has 100% performance
for all seven input matrices. Thus the algorithm AOP, ap-
plied as a processing algorithm of the sub matrices of
ADAJS, substantially increases its performance.

 

Software model Speed for 
1000 time, 
s 
 

Speed for 1 
time[s] 

Needed 
memory, 
bytes 

SMAJDA     20,58 0,02058    768 
SMADA     24,68 0,02468    736 
SMAOP 135,018 0,13501  1812 

Table 2. Speed and needed memory

Complex Performance

From the study of performance P it is seen that the
relationship between the set of non-zero solutions and
complete set of solutions is investigated. However, the time
factor is not reported in the results, making them incom-
plete. By introducing the concept of complex performance
(CP) the component time is also taken into account as
follows:

(4)  CP = P.t  ,   for N = const., t = 1/S    [1].
The value of CP is a quality indicator in the sense that

a smaller value of S (faster algorithm) actually increases the
value of CP.

The results for CP from table 3 show that the software
algorithm SMAOP is better than SMAJDA and SMADA
only in the cases of input submatrices 1G and 2G. In the
cases of all other input matrices, excluding 6G, SMAJDA
gives the best results.
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CP 1G 2G 3G 4G 5G 6G 7G 
SMAJDA          0 323,61 971,81 3887,26 3887,26 2589,89 4859,08 
SMADA          0 269,85 810,37 3241,49 3241,49 4051,86 4051,86 
SMAOP 740,68 740,68 740,68   740,68   740,68   740,68   740,68 
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Table 3. Complex Performance of algorithms SMAJDA, SMADA and SMAOP

Conclusion

The main conclusion of this study is that the synthe-
sized algorithm AOP is optimal related to the sub matrices
in the connection matrix with respect to the performance.
AOP meets the requirement for 100% performance, irrespec-
tively of the type of input sub matrices. With respect to the
complex performance CP, AOP shows best results only for
input matrices 1G and 2G. With an exception of input ma-
trices 1G, 2G and 6G, SMAJDA is the best algorithm in
terms of the complex performance.
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