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Abstract. Time series forecasting is one of the high researched
fields. Accurate forecasts influence many daily activities of the
people and the businesses. Many difficult decisions are taken
augmented by particular mathematical models introduced by time
series forecasting researches. With data organized as time series
many preprocessing calculations can be done before this data to
be supplied at the input of the forecasting model. A common
preprocessing manipulation is the removal of the trend from the
time series. This type of calculation is done by linear regression
and mathematical subtraction of the linear component from the
original data. Usually in the time series there is seasonality. By
calculation of the coefficients for sinusoidal harmonics seasonality
also can be subtracted from the original data. In this research a
differential evolution optimization is proposed in order the trend
and the sinusoidal harmonics to be removed. By such transforma-
tion the forecasting complexity of the time series is decreased.

1. Introduction

In day-to-day human activities, whether personal or
corporate, the reliable forecasting of time series [1,2] is of
great importance. This kind of predictions are the basis for
making many important decisions at almost any moment in
time. Even in the most trivial day-to-day activities, every
modern person faces a meteorological forecast of the weather
conditions of the region in which he lives or the region to
which he will travel. A significant part of the meteorological
forecast components are time series. Meteorological fore-
casting reaches its highest degree of importance when it
comes to  spacecraft launching.

In its nature, time series represent a sequence of
measurements performed at different time points, most often
at equal time intervals (but not necessarily). Such a mea-
surement process is interesting when it comes to natural
processes where it is clear that there is a proven pattern of
repeatability. Examples of such measurements are the aver-
age daily temperature in a particular geographic location,
the measurement of sunspots, measurement of the electric-
ity consumption, water consumption, beverages consump-
tion, foodstuffs consumption and others. Generally time
series are visualized using points and lines that link them.
Most common application of time series are in statistics,
signal processing, image recognition, economics, financial
mathematics, meteorological forecasts, earthquake predic-
tion, electroencephalography, astronomy, communications,
and in any other area that implies measuring at specified
intervals.

Many mathematical methods and techniques are ap-
plied in time series analysis. One of these is to decompose
the time series to simpler elements. An example is the Fou-
rier Analysis, in which information is presented in the form
of sinusoidal harmonics. It is also very common for the time
series to contain a linear component known more by the
term “trend”. Removal of the linear component also leads to
simplification of the information.

In the present study the use of global optimization
heuristics called Differential Evolution to determine the
coefficients describing the linear component in a time series
(slope and cut in straight equation) and sinusoidal har-
monic coefficients (number of harmonics, amplitude, period
and phase offset) is proposed. By mathematical subtraction
of the trend and the harmonics, the complexity of the input
information is reduced so that the result is passed to the
forecasting module. Often in practice, this forecasting mod-
ule is an Artificial Neural Network.

2. Trend and Harmonics

To maximize the accuracy of the time series forecast-
ing it is highly dependent on how precious raw data is
processed before it is submitted to the forecasting module.
Reducing the complexity of the data gives considerably
greater possibilities for detecting dependence between in-
dividual measurements. When the forecasting module is
based on a self-tuning system (for example Artificial Neural
Network) better “cleaning” of the input data leads to better
possibilities for dependences discover while it is also re-
ducing the system training time.

Trend is the simplest component in a time series and
removing it is one of the fastest and easiest ways to sim-
plify the input. If considered in a slightly broader sense the
trend is a kind of slope of the time series. Removing the
trend transforms the measurement data into a plurality of
symmetric points to rows parallel to the X axis. The math-
ematical trend is described by a straight line equation (1)
that has two coefficients (slope and intersect). In heuristic
algorithms (as it is in the Differential Evolution) the pro-
posed solution is not always unambiguous. In terms of
trend, this means there is a group of solutions that can be
proposed to be subtracted from the raw data. For example,
a straight of this set is the line passing through the left and
rightmost measurements in the time series. Another very
often used line is the value calculated after applying linear
regression.
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(1)  y = A * x + B.

The coefficient A determines the slope of the line and
the coefficient B determines the intersection along the Y
axis when zero is given for X. In the present study, these
two coefficients are determined by Differential Evolution
optimization method, which may result in different values
for the different algorithm starts. By their very nature, the
solutions generated by Differential Evolution are subopti-
mal, which does not exclude and eventually fall into the
global optimum.

Seasonality in the time series is due to a clearly dis-
tinguishable pattern repeatability in the process represented
in the time series. This kind of repeatability can be effec-
tively represented by decomposing the information in a set
of harmonics (2).

y = A[1] * sin( T[1]*x + W[1] ) +
     A[2] * sin( T[2]*x + W[2] ) +

(2)      ...
     A[n-1] * sin( T[n-1]*x + W[n-1] ) +
     A[n] * sin( T[n]*x + W[n] ).

Where n is the number of harmonics and each har-
monic is characterized by − amplitudes A[i], period T[i] and
phase shift W[i]. In the present study, no Fourier decom-
position is used, but Differential Evolution method is used
to determine the optimal number of harmonics as well as
their parameters.

3. Differential Evolution for Time
Series Preprocessing

Differential Evolution is a global optimization approach
in the group of Genetic Algorithms. Since the method is
heuristic, it does not guarantee a global optimum. In most
cases, this method leads to optimal solutions close to the
global optimum [1,12]. The idea for Differential Evolution
creation comes from research into the effectiveness of Ge-
netic Algorithms, which are inspired by the theory of bio-
logical evolution. In Differential Evolution method selection
and crossing are applied by analogy to Genetic Algorithms,
but the mutation operation affects all the elements of the
individual in the population, which in Genetic Algorithms
refers only to one element (figure 1).

In Differential Evolution method the information is
presented in the form of individuals part of a population.
Everyone is a vector in the solutions space. Each individual
in the population is evaluated with a fitness function that
determines its fitness value. Based on the individual’s fit-
ness values it is possible to choose which ones will become
parents and will be recombined to create the next genera-
tion in the population. Individuals with higher fitness value
have better chances of reproduction. Before the crossover
operation is applied, two other individuals are selected to
construct a difference vector. Difference vector applies to
one of the parents and has the meaning of a mutation

Figure 1. Differential Evolution calculation scheme
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operation. Crossover itself is a fragment exchange operation
between the two selected parents. The crossover operation
gives a broader scope for exploring into the solution space,
while the mutation gives fine-grained exploration into the
surroundings for a particular point in the solutions space.
In some cases, an elite rule is applied. It allows the most
vital individuals to survive in all subsequent generations.
This allows the best found solutions to survive until the
evolving process is completed.

In the present study individuals in the population are
encoded as a vector of real numbers (3). Since Differential
Evolution is responsible for finding of the number of har-
monics to be used, the size of individuals in the population
can vary.

(3) S[k] = {A, B, A[1], T[1], W[i], ... , A[s], T[s], W[s]}

where k is the number of the individual in the population,
s is the size of the vector describing the individual, A is the
slope of the linear component, B is the intersect of the linear
component, A[i] is the amplitude of the i-th sinus function,
T[i] is the period of the i-th sinus function and W[i] is the
phase shift of the i-th sinus function.

For the calculation of the fitness value an average
quadratic deviation between the original time series and the
calculated values of the sum of the harmonics the trend is
applied. The optimization goal with Differential Evolution
method is the sum of the trend and the harmonics to ap-
proximate the original data form as close as possible.

After trend and harmonics removal from the time se-
ries there is only left information that needs to be analyzed
with a more sophisticated forecasting approach. The pur-
pose of the current study is to make the data suitable for
Artificial Neural Network training.

4. Experiments and Results

The experiments were performed with the time series

presented numerically in the table and graphically in
figure 2. The graphical representation of time series infor-
mation uses a smoothing algorithm for better clarity.

The coefficients for the linear component in the time
series proposed by Differential Evolution method lead to an
equation of line in the following form:

(4) y = 0.39 * x + 19.

Removing the linear component in the time line modi-
fies the curve that describes it as shown in figure 3.

In this experiment Differential Evolution method offers
five harmonics, which have the following form:

 y =  1.39 * sin(0.68 * x + 0.53) +
       3.01 * sin(0.17 * x + 0.07) +

(5)        5.97 * sin(0.07 * x + 0.1) +
       7.38 * sin(0.05 * x + 0.17) +
       9.93 * sin(0.03 * x + 0.19).

Removing values the harmonics leads to the elimina-
tion of the seasonality that is visually shown in figure 4.

As a result of both preprocessing steps only compo-
nents that are subject to analysis with a more sophisticated
forecasting approach left. Such forecasting approach are
Artificial Neural Networks as described in [3-12].

Conclusion

As a result of the experiments conducted it is clear
that the use of heuristics for time series preprocessing is
sufficiently effective and can accelerate the training of self-
adjusting forecasting systems by improving the level of
predictions made, for example, with Artificial Neural Net-
works.

For future studies of interest it would be worthwhile
to investigate the possibility of a combination with Kalman
filter [13] in the preprocessing phase of the analysis. Also,
the subsequent application of pre-processed time series

Time series used for the experiments
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Figure 2. Visual representation of the time series used for the experiments

Figure 3. Time series after trend removal
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could be used to work with more non-standard Artificial
Neural Networks, such as Generalized Artificial Neural
Networks [14].
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