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Abstract. A new heuristic optimization algorithm with accelerated 
convergence is proposed for search a maximum of one-dimensional 
(single variable), unimodal objective functions. The algorithm is a 
combination of the dichotomy method, the Kiefer–Johnson meth-
od, and the fourth grade functional series. A comparative analysis 
has been made with other known methods and its effectiveness and 
accelerated convergence have been demonstrated for cases where 
the uncertainty interval in the search is very large. The efficiency 
of the algorithm compared to other known algorithms is based on 
the number of the objective function evaluation to find the optimum 
with different accuracy requirements for localization the maximum 
(or minimum) of the function. The method and proposed algorithm 
is suitable for parameters estimation in mathematical models.

Introduction

The task of one-dimensional optimization for unimod-
al objective functions is considered to be solved but still 
there are practical problems that need to increase the speed 
of convergence of methods to find the optimal solution with 
certain accuracy. Such problems are encountered in the task 
of parameters estimation in complex mathematical models 
of technological processes and systems for which the bound-
aries of the region of search are very large or not given at all. 
Often, it is necessary to specify the unknown parameters in 
multidimensional systems to be hierarchically defined in a 
certain sequence of the parameters priorities in the model, 
thus requiring the multidimensional optimization task to be 
decomposed into a sequence of one-dimensional tasks. In 
many of the algorithms for multidimensional optimization, 
the search of maximum (or minimum) of the objective func-
tion is in a gradient, random or other rational direction of 
multidimensional space. This also requires choosing an op-
timal one-dimensional strategy in a multidimensional para-
metric space.

Solving such optimization tasks can be accomplished 
by creating algorithms to find the optimum sequence of re-
ducing the uncertainty interval when searching for the opti-
mal solutions with unimodal objective functions

Q(x) → max, X ϵ [A, B].
                x

To solve the problem of one-dimensional optimiza-
tion, the methods of scanning, dichotomous, golden section 
search, the Kiefer – Johnson method using the Fibonac-
ci numbers, interpolation methods of Davidon, Fletcher, 

Powell and other methods are applied. [2,3,4,5]. In order 
to increase the speed of convergence, the research effort 
in recent years is directed to optimal combinations of dif-
ferent optimization methods using heuristic rules. А meth-
od for one-dimensional optimization, which combines the 
positive features of the dichotomous search followed by 
the Kiefer–Johnson method using the Fibonacci numbers, 
is proposed in [1,2]. The algorithm excels in convergence 
speed all one-dimensional methods created so far for uni-
modal objective (functions, with a given precision of the 
desired optimal solution. 

In this article a new combined algorithm applying 
three sequences of functional series of numbers is proposed 
which significantly accelerate the convergence in search for 
extremum.

Strategy of the Combined Series

The strategy of the combined method is based on the 
good convergence of algorithms studied [1,2] and offering a 
new combined functional series of numbers (order) and heu-
ristic rules. The basic heuristic rules that can be formulated 
in a one-dimensional search are the following:

(1) An effective optimization strategy is the one, which 
achieves the maximum reduction in the uncertainty interval 
regarding to one evaluation of the objective function in the 
optimization algorithm.

(2) If there are two calculations of the unimodal func-
tion Q(x) at two points of the control variable x, Q(X1) and 
Q(X2), the rejected area is determined by the worse result 
obtained at X1 or X2. If Q(X1) = Q(X2), the uncertainty range 
remains between X1 and X2, X ϵ (X1, X2).

(3) At every shortening of the allowable interval that 
contains the optimal value of the objective function, the 
convergence rate of the algorithm for an unimodal function 
depends on the heuristic constant LΔ for a multiplicity of the 
decrease or increase of the search step parameter by the con-
trol parameter x.

(4) A fast converging algorithm can be expected when 
combining the strengths of several search algorithms [3].

In the present article an algorithm with accelerat-
ed convergence is proposed, which combines the positive 
qualities of the following methods: Kiefer-Johnson method, 
using the Fibonacci numbers, second-order rank functional 
series ("dichotomy") and one new fourth-order rank func-
tional series, called ”double dichotomy”, not used till now 
in one-dimensional optimization strategies.
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The combined algorithm starts with a "double dichot-
omy" (shortly referred as "4"), which quickly reject a large 
part of the uncertainty interval, switching to "dichotomy" 
(labeled with "2") and finally ending with Fibonacci num-
bers (labeled with "F"). Comparison with other one-dimen-
sional search algorithms is done using the number of cal-
culations S of the objective function Q(X) for a given set 
of different accuracy of localization of the optimal solution 
Xmax, Qmax = Q(Xmax) .

The algorithm of the method is as follows:
1. Setting the objective function Q(X), which we as-

sume will be maximized. 
2. Setting the initial (А) and the final (В) limits of the 

uncertainty interval of the control parameter X ϵ [A,B] and 
the required absolute accuracy Δmin of the control parameter 
X to locate the maximum of Q(X).

3. Set S = 0 for the identifier for number of calculations 
S of the objective function Q(X). Set K = 1 for the identifier 
for the sequence of depletion of the numbers from the com-
bined series Rn. 

4. Calculate the accessory number М 
M=(B-A)/ Δmin.
5. A combined series that includes the first 6 numbers 

of the Fibonacci numbers and the second and fourth orders 
functional series (F–2–4) is created with the following al-
gorithm: 

5.1. R1 = R2 = 1;
5.2. Ri = Ri-2 + Ri-1, for 2 ≤ i ≤ 6, in satisfying the 
condition: Ri < M;
5.3. Ri = 2.Ri-1, for 7 ≤ i ≤ Rsw, in satisfying the con-
dition: Ri < M;
5.4. Ri = 4.Ri-1, for i > Rsw, until is finding the number 
of combined series, which correspond to condition 
Rn ≥ M.

If the number of combined series, which correspond 
to condition Rn ≥ M is found for condition 2 ≤ i ≤ 6, K is 
set to 2.

To find the optimal number for switching the algo-
rithm, the following values of Rsw = 7, 8, 9 and 10 are inves-
tigated in the present article. 

6. Calculate the actual accuracy for extremum local-
ization

Δm=(B-A)/Rn.
7. Calculate the objective function at the beginning of 

the interval (X = A) and assume to Qmax:Qmax = Q (A).S = S + 
1. The value of A assumes to Xmax: Xmax = A, K = 1.

8. Make a step with the number of the combined series 
in the direction of x increasing and calculate the value of 
X1:X1 = Xmax + Δm.R[N-K] .

9. Calculate the function Q(X1) at point X1:Q1 = Q(X1). 
S = S + 1.

10. If the step in (8) is successful (Q1 > Qmax), the value 
obtained for Q1 assigns to Qmax and the value of X1 assigns 
to Xmax. Make a new step in the same direction (straight di-
rection) with the same number of the combined order. The 
algorithm continues from point (9).

11. If the value of X1 coincides with the upper limit of 

the interval of control parameter (X1 = B), the value of the 
objective function calculated in this point compares with the 
resulting maximum value (Qmax):

11.1. If the step is successful (Q1 > Qmax), make the 
next step from the upper limit (B) of the interval of 
changing of the control parameter X in the opposite 
direction using the next number of the combined se-
ries R[i], i = N, N-1, N-2, …, 3, 2, 1: X1 = B-Δm.R[i]

11.1.1. Calculate the value of the objective func-
tion at this point Q1 = Q(X1), S=S+1. Q1 is com-
pared with the current maximum value obtained 
(Qmax);
11.1.2. If the step is successful (Q1 > Qmax), make a 
new step in the same direction (i.e., in the opposite 
direction) with the same number of the combined 
series R[i] used in 11.1. The algorithm proceeds 
from point (11.1.1);
11.1.3. If the step is unsuccessful (Q1 ≤ Qmax), the 
algorithm proceeds from point (8).

11.2. If the step is unsuccessful (Q1 ≤ Qmax), the algo-
rithm continues from point (13).

12. If the first step is unsuccessful, make a new step 
from A in the same direction with the next number of the 
combined series R[i], i = N, N-1, N-2,…,3, 2, 1: X1 = 
Xmax  -Δm.R[N-K] and the algorithm continues from point (9).

13. If the step at point (8) is unsuccessful, make a step 
in the opposite direction with the next number of the com-
bined series R[i], i = N, N-1, N-2,…,3, 2, 1: X1 = Xmax - 
Δm.R[i]

14. If X1 ≤ A, make a new step from X1 by the same 
equation p. (13), in the same direction with the next num-
ber from combined series R[i], i = N, N-1, N-2, …3, 2, 1: 
X1 = Xmax - Δm.R[N-K]. The algorithm continues from point 
(15).

15. Calculate the function Q(X1) at point X1: Q1 = 
Q(X1). S = S + 1.

16. If the step in point (13) is successful (Q1 > Qmax), 
the value, obtained for Q1 assigns to Qmax and the value of 
X1 assigns to Xmax. Make a new step in the same direction 
with the same number of the combined order. The algorithm 
continues from point (14).

17. If the step in point (13) is unsuccessful (Q1 ≤ Qmax), 
the algorithm proceeds from point (8).

18. The algorithm terminates when all the numbers of 
the generated combined series are depleted.

Formation of Combined Series

The formation of the combined series is shown in 
table 1. Switching from the “Fibonacci” numbers to the 
order "2" takes place under number 6. Part of the possible 
switches from series "2" to series "4", during combined se-
ries creation, are given in table 1 with thick arrows. 

One of the possible shifts from series "4" to series 
"2" and to “Fibonacci”, using the combined series for op-
timization, is given for illustration with dotted arrows in 
table 1.
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Table 1. Formation of combined series

Investigation of the Strategy 
of the Combined Series

In the present study for creation and using of the com-
bined series are studied a combined series of numbers of 
Fibonacci and fourth degree functional series and also algo-
rithm with only fourth degree functional series.

The following indications are adopted in the tables and 
figures presented below, which illustrates the comparative 
analysis:

Δmin – absolute precision set to locate extremum on the 
control parameter x ϵ [A,B] in the uncertainty range [A, B];

Δm – actual absolute precision set to locate extremum 
on the control parameter X with studied algorithm;

lg(Δm/(B-A)) – logarithm of actual relative accuracy;
S – number of the objective function evaluation for the 

optimal solution finding with accuracy Δm.
The following notations are accepted for the 10 stud-

ied algorithms:
D “Dichotomy method”;
Z „Golden section” method;

F Method of Kiefer – Johnson using Fibonacci num-
bers (KJF);

2-F Combined method of “dichotomy” and “KJF” 
with switching number 8 from “dichotomy” to “KJF” with 
following series: 1, 1, 2, 3, 5, 8, 16, 32, 64, 128, 256, 512, 
1024, ...;

4-2-F-(1) Combined method of “double dichotomy”, 
“dichotomy” and “KJF” with switching numbers 128 and 8 
with following series: 1, 1, 2, 3, 5, 8, 16, 32, 64, 128, 512, 
2048, 8192,…;

4-2-F-(2) Combined method of “double dichotomy”, 
“dichotomy” and “KJF” with switching numbers 64 and 8: 
1, 1, 2, 3, 5, 8, 16, 32, 64, 256, 1024, 4096, 16384, …;

4-2-F-(3) Combined method of “double dichotomy”, 
“dichotomy” and “KJF” with switching numbers 32 and 8: 
1, 1, 2, 3, 5, 8, 16, 32, 128, 512, 2048, 8192,...;

4-2-F-(4) Combined method of “double dichotomy”, 
“dichotomy” and “KJF” with switching numbers 16 and 8: 
1, 1, 2, 3, 5, 8, 16, 64, 256, 1024, 4096, 16384, …;

4-F Combined method of “double dichotomy” and 
“KJF” with switching number 8 with following series: 1, 1, 
2, 3, 5, 8, 32, 128, 512, 2048, 8192,…;

4 A method of “double dichotomy” with following se-
ries: 1, 4, 16, 64, 256, 1024, 4096, 16384,…

To investigate the effectiveness of all algorithms, 
an illustrative, unimodal objective function is used Q(x)= 
₋3x2+21,6x+1, for which the maximum is known Qmax(X*) = 
39.88 at Xmax = 3.6.

The convergence to the optimal solution is studied for 
all algorithms, with the desired absolute precision Δmin from 
1.10-1 to 1.10-9 of the interval [B-A] for localization of max-
imum of Q(X), by counting the number of calculations S of 
the objective function Q(X) for each accuracy in the uncer-
tainty intervals and each algorithm being studied.

Three uncertainty intervals have been studied [A, B]:
(1) x ϵ [0,20] (basic interval);
(2) x ϵ [0,2000] (increased 100 times basic interval);
(3) x ϵ [0,200 000] (increased 10000 times basic in-

terval).
The obtained results for combined series 4-2-F-(4) as 

an example for the interval x ϵ [0,20] are shown in table 2.

Table 2. Results for combined series for “double dichotomy”, “dichotomy” and “F” (4-2-F-(4),
x ϵ [0,20]
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For the comparative analysis of the algorithms the 
graphical representation of the dependence S = f(precision) 
is used. The precision increasing is expressed by the logic se-
quence (1, 2, 3,..., 9) which corresponds to the absolute value 
of the logarithm of the given (or achieved) precision |lg(Δmin)|.

The average number of calculations of the objective 

function (Sav, without rounding) with a given precision Δ 
to locate the maximum are given in table 3. The average 
number of objective function calculations (Sd) at achieved 
precision lg(Δm) are given in table 4. The average number 
of calculations of the objective function (SА-B) with relative 
accuracy achieved lg(Δm/(B-A)) is given in table 5.

Table 3. Average number of calculations of objective function (Sav) with a given accuracy Δm for maximum location

Table 4. Average number of calculations of objective function (Sd) at achieved precision lg(Δm) for maximum localization with different 
algorithms and under different intervals of searching

Table 5. Average number of calculations of the objective function (SА-B) with relative accuracy achieved lg(Δm/(B-A)) for maximum 
localization with different algorithms and at different intervals of searching

The graphical interpretation of the results from table 3, table 4 and table 5 are given in figure 1, figure 2 and figure 3.

Figure 1. Average number of calculations of the objective function (Sav) with a given accuracy Δ for optimum location and different 
intervals of searching
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Figure 2. Average number of calculations of the objective function (Sd)  
at achieved accuracy lg(Δm) and different intervals of searching

Figure 3. Average number of calculations of the objective function (SА-B) with relative accuracy achieved and different intervals 
of searching

Conclusion

The study and the obtained results presented on table 
3, table 4 and table 5 and figure 1, figure 2 and figure 3 show 
that the proposed new combined functional series (table 1), 
gives a much faster reduction of the uncertainty interval in 
comparison with the best known in the literature combined 
series 2-F. The efficiency is much bigger when the uncer-

tainty interval is very large comparing with the efficiency 
of “dichotomy”, “golden section” and the Kiefer – Johnson 
method using only Fibonacci numbers.

The new proposed combined series 4-2-F, 4-F and 
only fourth degree series of “double dichotomy” (series 4), 
change the trend of the number of objective function evalu-
ations to decrease the average number of calculations when 
the uncertainty interval for search is too large (figure 2).
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